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+ Society or community is not just an aggregate of
individuals

« Individuals always interact with the social contexis to
which they belong
-~ Individuals are influenced by the social groups they belong
- The properties of those groups are also influenced by
individuals
» Sociology, in nature, deals with hierarchically
structured study subjects

- E£g.) Social forces, Cultural relativism, Structural
Functionalism, elc.
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« Social Conditions as Fundamental Causes of Disease
(Link and Phelan 1995)

Social Conditions
(Individual-level, Contextual Level)

Individual Health Behaviors & Attitudes

OIlER HHE- 22 AI3I& 2] O

o CHBE JHQI H2A/E Y outcomelfl CHEH A (X
o) EMHO SIXO S BENE (Yen &

« X E4 (Robert 1999)
- AIg|E N &4
- MHIA 22 Tor® OpXHE, B,

ABIE THe,
- 2cly 83
> MY AY/EY
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Contextual Individuat Level
Wormen's Stesus
% wOrren aged 15338 ja Hosbend's
cocupalions
o WOMRN ged 54 with
posigrinay sducetion
1 Educedi l © ik
tortiity over bosn
Chikiren’s Rolss
% chilciran aged 10-14 ot in I Migration l
Sabor foron
% chikdren aged 715
anrolied in school
l folarg monsity rate l

l % singie women aged 15-24 l

{Hirschman and Guest 1890 Demography)

]

= SMEEANAL Jisd

» So far, mostly focused on individual
level characteristics

» But it is certain that each ku/kun has
different level of fertility, fertility

intention, or fertility related values

* |t may be attributable not only to the

individual’s compositions but also to
the area’s own contexts.
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 Hierarchically Structured Data
— Multi-stage sampling
* Individuals, nested in Primary Sampling Units, nested in Strata.
s BREMHIA: N/ E-R/2-E/8,W

- Z2 ZAMHE I HelEE2 Y ¢
T BRol=s B8HQ HP2E XN £+
Ol CH& ZAIRQ JCIEDNE UE &=

« Non-independence or autocorrelation
» JIEL BAHFHES TE MO0 RERHQ XS BEE D}
& R E I,

H Lhe== SAEAIL?

(& A8 individuals nested within areas with both individual-and area-level
characteristics)

« EH1: To ignore the macro-level units and attributes

- Autocorrelation
— Individualization

» MEH2: To aggregate individuals to the macro-units
— No individuals
— Ecological fallacy
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» €43 Separate regressions for each area
— Ignores the macro-level characteristics
— Not practical (when the number of group is large)

o & E44: Contextual analysis (Xl =2 I QI
E Ze &0 ALt I1EE)
— Ignores the groupings
~ Autocorrelation

— Assumes invariant effects of individual and group level
characteristics

A Cie== SHE LY

— e T e

o &85 Analysis of Covariance Analysis (ANCOVA,
X2t XOIE 2] |18t XY dummy)
— Ignores the group effects
— Assumes equal individual-level effects across groups
- Not practical (99 dummies when 100 areas)

» & 816: Contextual + ANCOVA
-~ Assumes equal individual and group level effects across
groups
— Not practical
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M &7 Intercept (or slope) as outcome model (varying
coefficient model)

- 2 KIS0l WO 0 B8R 20219 regression B4 (0, 100
I 2l regression equations).

- 100748l coefficientE 8 BHPISE 810 NYPSE0| SEE S
2t 501 2R regression® &8 & Al B

- NHF P40 GHE B0 REE.

- Hel4o X SUE g + AN
oUB.

- HE XH0ikE Hele42 St &
UKL (large standard error), 2%} 8|24 Al RAIE.

~ Non-practical.

o
0b
O
M
e
o
B
i
g
4

o] X2 X0l & 2Bt parameterE & QI8 o

30 M
Qe

24

X012l ®210| compositional&t S0l A |18 240!
contextual Bt S E A J1QI6He= 21X &l Jts6tlt

|

| M8 Jt=3si0t).
& FEHXE (Hazard model,

was
=)

24

=IO

-4

on F

]

N

P

0%41




Ct== 2482

Cterset 23

— Multilevel Analysis, Hierarchical Linear Model (HLM),
Mixed Model, Random Effect (Coefficient) Model,
Variance Component Model.

W IHOHCH CHE notations
— level 2 random variance: 6° ~ 7°

- Level 1 error term: Rn ~ €

» Soft Wares* HLM, SAS SPSS, MLWin, MIXREG

* Fall version, Ren:ai license, studtmt version

Basic Model (Two Level Case)

, 2 Note the j subscript,
Y;,. = b{}j +b, ,Xi, +e, &, ~ N(@©,0%) | which denotes group
identification

¥, = dependent variable for ith individual in jth group
Xg = individual-level independent variable for ith individual in fth group.
&;= individual-level ercor term for fth individual in jth group,

normaily distributed with mean of 0 and variance of o,

- Unlike conventional modeling techniques, where coefficients (intercept and slopes) are
assumed to be fixed, this model allows them to vary across groups.

by, = Voo +7aC, +U,, Uy, ~ N(0,7)
b, =ro+ruC,+U,, U, ~N(@Orz,)

cov (U(};, [/f/) = T1Q




Yy =V +7aC; +Uy; + (1o + 70 C; +U )X, + 5
= Voo + V10 Xy +¥0C; + 1 X;C, +6,;, +Uy, +U X

¥y~

C;= group-level independent variable
o0 = overall intercept
¥ = effect of group-level independent variable on intercept
¥10= overall slope
¥ = effect of group-level independent variable on slope
Uy, = deviation from overall intercept for each group
Uy;= deviation from overall slope for each group
= group-level variance of intercept

group-level variance of slope
r,(, covariance of intercept and slope

(if positive, when intercept increases, slope also increases)

Y= ;/(m»i*me +;fo,C‘ +~y1,X C +&; +U0j+U X,.j
,a?(lntefcgm/

ffect evei~one characteristics 1

Fixed
Effec ,E*ﬁ?act of level-two characteristics I
ross—level interaction effect of}anﬁ/c i
W
Random e ————

Effect /”ﬁesiduat from level~one, within Mﬁon

W

Z N
f fﬁesiduai for intercept from level-two, between group variation

\

{RM&E for slope from level-two, between group variaW ]




- Thus, multilevel model is different from conventional regression models
in that it includes both fixed and random coefficients.

- Also, individual- and group-level effects are simultaneously estimated.
- Error term is now decomposed to within- and between-group variances.

- Due to random parts, iterative algorithm should be used to
generate population estimates.

- If 7y or 14, are statistically equal to zero, this model becomes the
same as conventional model.

.... this means that intercept and slope are not random or
do not vary across groups. “They are fixed”

- Therefore, decision for the use of multilevel analysis starts from
analyzing the random variance for intercept from null model.

Modeling Strategy

1. Calculate the intra-class correlation coefficient (p ), using
intercept only model.

* Intra-class correlation coefficient
— A measure of the degree of dependence of individuals.
~ It tells us the extent of error variance associated with
groups.
"the more individuals share common experiences due to

closeness in space and/or time, the more they are similar,
and the higher the intra-class correlation.”

* The proportion of the variance in the outcome variable that is
between the second- level units.

_10_




Modeling Strategy

* Ifthere is significant intra-class correlation, it means
individuals nested in a group exhibit significant
autqfﬁi:)rrelatxon, which makes the conventional methods not
useful.

* then how to calculate p:

_ population _variance _between _marco _units _ 1

P ;
total _variance T+ 0O

* Here if 7is not statistically different from zero, p will
be zero as well, which means no error variance is
attributable to groups.

* In this case, we do not need to use multilevel
analysis.

Model 1: p = 0.58, with significant random intercept
variance.

0.87/(0.64+0.87) = 0.58

—> 58 percent of total variance is attributable
to group-level variations.

_.11_




Modeling Strategy

2. Progressively include individual-level independent variables,
paying attention to random intercept variance (7).

- if the value of 7, does not substantially change in its
magnitude and significance, there exit group differences
independent of individual characteristics.

- this indicates the need of further investigation of contextual
characteristics.

- if the value of 17, decreases or becomes not significant with
inclusion of individual level characteristics, this means the area
variation is attributable to the composition of individuals.

Modeling Strategy

3. Include group-level independent variables as well as
individual-level variables.

- if the value of 7, decreases, group differences in
dependent variable is attributable to the group-level
variables.

- if inclusion of group-level variables does not change
the effect of independent variables, group-level
variables and individual-level variables have
independent effects.

_12_




Modeling Strategy

4. If it is suspected that the effect of any individual level
characteristics on dependent variable varies across
groups, let the individual level variable to be random.

- here, we look at the value and significance of 7;,.

- when slope is allowed to be random, it is advised to
utilize group or grand centering of the individual
variable.

# group mean centering: (X;-X.;)
# grand mean centering: (X;-X..

Centering
« ABINOZ intercepte= € SEBHI 0
M, S0 D0 E2 H22 20lst
CF.

« Ol= Oh=EE 40 A intercept?t randomSt H|
30 AS S OF&IEXIOICE,
=2l

« 0] &% intercept random variance= =&l H
2=JF 0™ gt Ho|l & BidtXl &=L,

_13_




Centering

SA R £ :
=5 =0 w3 g RS QDO
+8 B E 8 oy D P2
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mE S g 2 5s oMy
wg RSN By > § Fg guagthM
mg ogl  @WED D = £f Sho-roy
mEg 43 ur S O < 5z OxNORIE
Rt BEs  Tix T 25 55Y:50E
@y W5~ 555 © 3 & Sp=oM¥E
=5 wl. o= = g 3§ SWBISPE
58 =gy oMK k 0 £ gz TzESAUE
£.E 3= B § =& S, EV8xE
L dE= Hm.___mm_ o O E T ﬂmm 8<Exg
fm.. Aopl T ) S £-%3 Towlihg
Ei@lsﬂw .A*.maaAT [ Fwrsy| (O] Ko g m 3 é W_mﬂ Omo m.mvn m
W‘Jfo £l bt or &) > on Do 40 Hmmx OF
Mggro  SOFR O 3 TR a0k

S T O FTei: Tomu=Em

o e 42 ot 1l D > £ o S 9
Qe aoes  ERD = £253% wi¢mpl
o 2SRl oI 2e£ 88 R OEZ
s Bl 2 mmm B2 ¥R_-TE
ol Oligzo  DlRr h ™ Mmoo = & Spd
=Tl Bziaz= 8 g 8 A ~.E M
= oloTs  mHE CToE5L3 —=udzsmnl
repatil SRIOFUr I Fa > e B TE Maﬁsmh%.lmuomm
. 3 - A“ g
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Modeling Strategy

5. You can include cross-level interaction terms
in the model (individual*group).

- cross-level interaction terms can make the
random slope variance disappear.

6. For model fit, REML algorithm generates -
2ResLL, which is analogous to -2LL (SAS).

Modeling Strategy

7. To be or Not to be Random
- each predictor may be assigned to be random,
- each random slope may covary with any other random slopes.
- but parsimonious model is more desirable...
- then what is a good guide for a fixed or a random slope?
- in general, coefficients with strong fixed effect..
the chance of varying slope is high..
- but it is also possible.... a coefficient is not significant,

and it is due to varying effect of the variable across
macro-units.

« +++> Theory!!!

_15_
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1. B 4D} continuous B¢ 1.

Popularity Data (Hox 2002 Multilevel Analysis: Techniques and
Applications)

Schools (N=200)
Teacher Experience (Z, in years)

Pupils (N=2000)
Y: Popularity (in a self-rating scale,
0 very unpopular -10 very popular)
X: Gender (0=boy, 1=girl)

| Table Mullilsvel Analysis Result. The stfect of student gender and teacher expetience on student's popularity
Maodet 1 Modst 2 Mode! 3 Moot 4 Modet § Model &
Coolh. SE Cpeth. S8 Dot SE Costh SE Cosih SE  Cosll. SE

Fugd Eitont
nterpept 530 0% A4 0 338 017 334 L8 334 G833t oae
Lawabd
GenderiBoy}
5 G884 008 48 408 08¢ nuw
Contorsd Gondsy .84 008 133 043
Lovel-d
Toalap 448 o 8.4 .01 .41 G0t 4.4t 0.0
Crogs-ovel intorgution
Coenddore Toatxn ~5.0% G4

Random Bsct
¥ Govab1} G884 002 D48 001 G468 007 088 o0 038 4 0® ok
LU0 imercept) .88 D18 086 13 048 007 241 006 G4t 008 041 AW

111 {Bender} 668 .04 402 Q04 002 004

Ut Hovatance) 027 008 027 68 423 004
~3Reil. $118.80 4492.90 4344,40 4275.80 4278.90 4268,40
L2 Tewt {DF} 828,741} 48.5{1} 188.5(2} NIA 7.5(1}
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SAS2H HLMZ2| X0l &

« SAS& level-one OI0IE 2t level-2 GIOIE{ It o}
Lt2] data set@ 2 24 & 0{0F 8L},

SAS Data Structure
Obs PUPIL SCHOOL POPULAR SEX  TEXP

24
24
24

(6200 MR eV AN R
1 8 2 PO e
JRIFAOF (I S PR
00~ ~ 0
P I s RSN

« HLMZ &tLte] OIoIH &2
2 HOoIH 258 AI8E
-0l BRUE & +FC HOIEHE

“ID” gi4=2 XIF 0k BHCH.

SAS2H HLME| X0l &

« SASE BB 4D} continuous B¢ I, proc
mixed L2 Al E AIEdt=0l, model statement
0l & levelOl & ™M &l equation2 L& AIHOF 8L

« HLME 2t level® W IHA E QI equation2 E6l
HZBEAI2ICH — SASOI HIdH 2HEHet,

+ Centering & SAS& Centeredg B8 data &
HOA EEAIHOE &l BHH HIME E& 18 0
centering optionOl ULk,

« Model Fit: SAS& —-2 Res Log Likelihood& HLM
2 DeviancegtE NESHCH €2 X0l MLEY
HOl XOI0A HIZZ =0 2 XH0IJF &Lt

_17_
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